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The concept of working memory (WM) was introduced 
as a replacement for short-term memory in order to em-
phasize the role of information processing—that is, the 
“working” component of WM—and to deemphasize the 
formation of long-term memory (LTM) (Baddeley, 1992). 
Visual WM can store visual information for a short pe-
riod of time, and the mechanisms underlying encoding and 
the maintenance of information in visual WM have been 
studied extensively (Alvarez & Cavanagh, 2004; Luck & 
Vogel, 1997; Phillips, 1983; Wheeler & Treisman, 2002; 
Woodman & Luck, 2004). Visual information can be 
stored also in visual LTM (Phillips & Christie, 1977), but 
the mechanisms responsible for this storage have not been 
identified. For verbal material, formation of LTM involves 
both the resources of attention and those of WM (Greene, 
1987; Kane, Hambrick, & Conway, 2005), and it is impor-
tant to know whether the same is true for storage of visual 
spatial information. In the present study, we investigated 
the hypothesis that the time needed to store a given amount 
of information in LTM depends on how much of this infor-
mation can be kept simultaneously in WM.

We used a change-detection paradigm with which we 
could manipulate the amount of information that could 
be kept in visual WM. Participants were presented with a 
sample array consisting of two types of elements that were 
distributed randomly in a two-dimensional matrix (e.g., ∨ 
and ). After an interstimulus interval of 1 sec, this sam-
ple was followed by a test array that was identical to the 
sample, except that one element was missing. Participants 
needed to identify the type of the missing element (Fig-
ure 1). To solve this task, participants had to remember 
only the locations of one type of element (target) because 
they could infer that the missing element must have be-
longed to the type that was not memorized (distractors) if 
all of the remembered elements were present.

In one condition, the two types of elements differed 
from each other by color or shape, so that they produced 

perceptual pop-out (i.e., preattentive detection), allowing 
for an effortless segregation between targets and distrac-
tors. In another condition, the targets did not pop out (i.e., 
∨ vs. ∧). In this case, the detection of targets and their lo-
cations was difficult, requiring focused attention and slow 
serial search (Treisman & Gelade, 1980) (Figure 2A). Ac-
cording to Alvarez and Cavanagh (2004), these two per-
ceptual conditions are associated with different capacities 
of visual WM. In Experiment 1, we exploited this effect 
to control and to measure the amount of information that 
can be retained in WM for the two conditions. In Experi-
ment 2, we required participants to memorize matrices, 
the size of which exceeded the capacity of WM. By com-
paring the results from Experiments 1 and 2, we were able 
to determine whether the time needed to memorize the 
large stimuli in Experiment 2 could be accounted for by 
the amount of information retainable in WM that was de-
termined in Experiment 1. Finally, in Experiment 3, we 
investigated whether the participants actually stored in-
formation in LTM when they memorized large stimuli in 
Experiment 2.

EXPERIMENT 1

Method
Participants and Apparatus. In this experiment we assessed 

the capacity of WM as a function of the perceptual difficulty of the 
stimulus. Five female and 2 male participants served in this experi-
ment. Two participants were paid, and the others volunteered. Four 
different types of stimuli were used; these differed in the degree of 
pop-out of the array elements. In Condition 1, the elements did not 
produce perceptual pop-out (∨ and ∧). In the other conditions, the 
cues that permitted preattentive detection of the elements consisted 
of color (green ∨ and red ∧, Condition 2) or shape differences (e.g., 
∨ and , Condition 3) or a combination of the two cues (green ∨ and 
red , Condition 4) (Figure 2A).

Procedure. The sample stimulus was presented for a period of 
1 sec, and the size of the array changed adaptively at each trial and 
according to the participant’s performance: After each correct re-
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sponse, the array size increased by one item in the next trial of the 
corresponding stimulation condition, and after each incorrect re-
sponse, it decreased by one item.

Participants performed one session with 150 trials per condition, 
starting with a small array of seven elements. In the pilot study, pre-
ceding Experiment 1, participants felt that the task was much easier 
if they knew which stimulus condition they had to expect next. Thus, 
in order to provide optimal conditions for encoding, different experi-
mental conditions were presented in a fixed order.

Results and Discussion
The analyzed variables were the growth functions of the 

stimulus array (Figure 2B). In order to estimate the capac-
ity of WM, we first investigated whether the number of 
remembered elements was constant across different array 
sizes. For this purpose, we adapted a probabilistic model 
relating participants’ accuracy, the number of presented el-
ements, and the probability of giving the correct response 
by chance (Pashler, 1988; see Appendix A). The accuracy 
of performance, as reflected by the proportion of correct 
trials in a session, was well below perfect (Condition 1: 
57%; Condition 2: 63%; Condition 3: 64%; and Condi-
tion 4: 64%) but always above chance level (binomial 
probabilities, all p values , .05, N 5 150). An ANOVA 

indicated that the accuracy differed significantly for at 
least one of the four conditions [F(3,24) 5 3.44, p 5 
.033]. Subsequent paired t tests revealed that only Condi-
tion 1 (no pop-out) differed significantly from the others 
(all t values . 3.15; all p values , .01, df 5 6), whereas 
there were no differences in accuracy between the various 
pop-out conditions (Conditions 2–4) (all t values , 1.38; 
all p values . .24, df 5 6) (see Figure 2B). Therefore, the 
amount of memorized information depended on the pres-
ence of pop-out but not on the number of pop-out inducing 
cues.

The probabilistic model gave a good fit to the data when 
it was based on the assumption that, for a particular stimu-
lus type, participants retained always a constant number of 
elements across different array sizes. The value of the only 
free parameter in the model, that fitted the data best, was 
used as the estimate of the number of locations of target 
elements stored in WM (see Method). This analysis was 
made by pooling the results from Stimulation Conditions 
2–4 and separately for Condition 1 (i.e., pop-out vs. non-
pop-out). The results were somewhat counterintuitive, 
revealing that participants could achieve relatively large 
sizes of arrays (Figure 2B) even if they remembered the 

Figure 1. The paradigm used in the present study. Sample arrays consisted of two types 
of elements and were generated randomly in each trial. Participants needed to identify the 
missing elements in the test array. To investigate the capacity of visual working memory for 
these stimuli, the arrays were presented for 1,000 msec in Experiment 1, and to allow near 
perfect accuracy, participants studied the arrays as long as needed in Experiments 2 and 3. 
The array size changed adaptively in Experiment 1, which is illustrated by an increase in the 
array size in the next trial following a correct response.
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locations of only a small number of elements. In Condi-
tion 1 (without pop-out), the estimated number of stored 
locations was 1.4 and in the pop-out conditions it was 4.1 
(full and dotted black lines in Figure 2B; standard errors 
of the fit were 2.2 elements2 for Condition 1 and 5.7 ele-
ments2 for Conditions 2–4). Thus, when the target ele-
ments could be detected directly, the capacity of visual 
WM corresponded to the typically reported capacity of 
about four items (Cowan, 2001; Irwin & Andrews, 1996; 
Luck & Vogel, 1997; Pylyshyn & Storm, 1988; Wheeler 
& Treisman, 2002), and when the detection of elements 
required serial search, the number of memorized target 
locations was drastically reduced. These two estimates 
were used later in Experiment 2 to investigate whether the 
capacity of WM predicts the ability of participants to store 
visual information into LTM.

The narrow WM capacity in the pop-out conditions is in 
agreement with the experiments on change blindness that 
also demonstrate that memories for details of complex vi-
sual scenes are poor despite the subjective experience of a 
good perceptual grasp of the stimulus (O’Regan, Rensink, 
& Clark, 1999). The massive drop of this capacity to only 
1.4 items in the non-pop-out condition agrees well with 
the reports that WM capacity decreases with the increase 
in the complexity of the stimuli (Alvarez & Cavanagh, 
2004) or with the difficulty of categorizing the stimuli 
(Olsson & Poom, 2005). The narrow WM capacity in the 
non-pop-out condition is also consistent with the notion 
that WM cannot be loaded sequentially by adding more 
locations of targets during serial search. Shifting of the 
spotlight of attention erases the spatial information previ-
ously stored in WM (Awh & Jonides, 2001; Oh & Kim, 
2004; Woodman & Luck, 2004).

One important reason for the poor memory performance 
in the present experiment was the presence of distractors. 
If stimuli do not include distractors and if participants 
simply have to memorize the locations of all elements, 
the storage capacity of WM is considerably larger than 

in the present experiment (Brockmole, Wang, & Irwin, 
2002; Hollingworth, Hyun, & Zhang, 2005; Jiang, Olson, 
& Chun, 2000; Phillips, 1983; Prabhakaran, Narayanan, 
Zhao, & Gabrieli, 2000; Wheeler & Treisman, 2002). 
However, it is not immediately clear why distractors also 
decreased memory performance in the pop-out condition. 
One possibility is that the distractors prevent strategies 
such as figural grouping or chunking of the targets, which 
enhance the capacity of visual WM (Hollingworth et al., 
2005; Woodman, Vecera, & Luck, 2003).

EXPERIMENT 2

Method
Participants and Apparatus. In this experiment, participants 

had the possibility to overcome the limited capacity of WM by stor-
ing the information into LTM. They were granted unlimited encod-
ing time and were instructed to achieve near perfect accuracy. Of the 
3 female and 3 male participants, 3 were paid for participation, and 2 
of them participated in both Experiments 1 and 2. The stimuli were 
the same as in Experiment 1, but participants signaled the end of the 
encoding phase with a keypress and the time they needed for encod-
ing was used as a dependent variable. This design is analogous to vi-
sual search tasks in which performance is almost always perfect and 
perceptual strategies are investigated solely on the basis of response 
times. We fixed the sizes of the arrays at 10, 15, 20, and 25 elements. 
This required remembering on average 5, 7.5, 10, and 12.5 locations, 
which exceeded the capacity of WM determined in Experiment 1. 
Again, we used two sets of elements that required either serial search 
(∨ and ∧, Condition 1) or produced pop-out due to different shapes 
(∨ and , Condition 2). Each of 6 participants performed two ses-
sions on different days (for individual participants, separated by 1, 
4, 6, 7, 11, and 29 days).

Procedure. Participants were instructed to use any strategy that 
was visual and that would enable them to achieve the required per-
formance, and they were instructed to signal the end of the encoding 
phase with a keypress, which terminated the sample presentation 
time. If performance was below 95% for a particular condition, a 
message was delivered prior to the next trial of the same condition 
that indicated the type of the next condition and the current perfor-
mance level (e.g., “Next condition: 4, Performance: 86%”). This 
message appeared repeatedly in all subsequent trials of the respec-

Figure 2. Stimuli and results from Experiment 1, in which we investigated the capacity of visual 
working memory. (A) The four perceptual conditions in Experiment 1 differed in the degree of per-
ceptual pop-out between the elements. (B) The growth of array size during 150 trials averaged for 
7 participants (colored lines). At the beginning of the experiment, the size of the array was always 
seven elements. Black lines: Theoretical growth of array sizes if participants remembered a fixed 
number of 4.1 (full line) and 1.4 (dotted line) locations of target elements and guessed otherwise.
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tive condition until the accuracy reached the 95% level. Participants 
were also instructed to perform as accurately as possible (i.e., ac-
curacy was emphasized over processing time) and were told that the 
feedback on low performance before a trial indicated that they had to 
improve accuracy in this condition by “working harder” and spend-
ing more time if necessary. The first 3 participants who took part 
in Experiment 2 were given 50 trials per condition, and we learned 
from their responses that 25 trials would have been sufficient, which 
then became the number of trials given to the remaining 3 partici-
pants. The order of conditions was fully randomized. The experi-
ment was followed by an in-depth debriefing procedure in which 
we obtained information about the participants’ experiences and the 
strategies that they used to cope with the task.

One possibility to solve this task was to simply compare the 
counts of the elements of one type during the study and the test. We 
did not mention the counting possibility in the instructions, and we 
interviewed the participants about this strategy at the end of the ex-
periment. According to participants’ responses in the interview, none 
of them discovered this possibility during the experiment.

Results and Discussion
Participants successfully achieved the main objective 

of the task; their performance increased to 90% correct or 
higher in all conditions and for all array sizes (Figure 3A). 
Thus, their ability to retain the locations of elements was 
considerably higher than in Experiment 1. Debriefing 
revealed that participants needed to invest considerable 

effort when the size of the array increased and, in par-
ticular, when the identification of target elements required 
serial search. According to these subjective reports, all 
participants used visual strategies and all tried several 
other strategies before finding the one that worked well. 
Apparently, this successful strategy was the same for all 
participants, for both perceptual conditions, and for all 
array sizes. Participants focused on only one class of ele-
ments (the targets) and grouped the selected elements into 
a figure (or object) by sequentially adding more and more 
targets until they had bound all elements into a single 
figure. According to the participants’ reports, they could 
perceive at the end of the encoding phase the shape of the 
entire figure even if the stimulus did not include percep-
tual pop-out. This complete percept of the stimulus was 
their criterion to press the button and to start with the test 
phase (see Figure 3C and Appendix B for an illustration of 
the strategy). In the present study, we did not investigate 
the validity of these subjective reports by independent ex-
perimental tests but investigated their chosen encoding 
times in considerable detail.

Encoding times. In agreement with the reported 
strategy, the times needed to memorize stimuli increased 
linearly with the array size in both the pop-out and non-
pop-out condition (linear fit, R2 5 .995 and R2 5 .975 in 

Figure 3. Results from Experiment 2, in which participants memorized large arrays. (A) Accuracy, expressed as proportion correct, 
for stimuli of different sizes under two different perceptual conditions (chance level: .5). (B) Average encoding times for the same con-
ditions as in (A). (C) Illustration of the participants’ strategy to build a figure connecting elements of one class only. If this figure was 
unchanged, participants could infer that the missing element must have been part of the ungrouped “background” elements.
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Conditions 1 and 2, respectively) (Figure 3B). These times 
were long and amounted to an average of about 30 sec 
in the most difficult condition. To investigate the encod-
ing times further, we computed the slopes of the fitted 
linear functions. With pop-out (Condition 2), participants 
needed on average 1,345 msec to integrate one additional 
element into the figure (assuming that participants oper-
ated only on one type of element), and this time increased 
to 3,781 msec per element in arrays lacking perceptual 
pop-out [t(5) 5 4.37, p , .01]. Thus, in the condition 
with pop-out, the stimuli were memorized about 2.8 times 
faster than without pop-out (see Appendix C for details 
on quantitative methods). Therefore, neither the speed 
with which stimuli were memorized nor the difference 
in the speed between the two perceptual conditions (i.e., 
2,436 msec/element) could be explained by typical visual 
search times, which are in the range of 100 msec/element 
(Treisman & Gelade, 1980) and thus differ by at least an 
order of magnitude.

Stable interindividual differences. The linear func-
tions describing the encoding times exhibited substan-
tial interindividual differences (coefficient of variation; 
CV 5 .99 for Condition 1 and .79 for Condition 2), but for 
individual participants they remained remarkably stable 
across sessions (Pearson’s r 5 .90, N 5 6, p , .01, and 
r 5 .97, N 5 6, p , .01, for Conditions 1 and 2, respec-
tively). Moreover, the speeds of memorization with and 
without pop-out correlated strongly across participants 
(r 5 .88, N 5 6, p , .05), indicating that despite the large 
interindividual differences, the lack of pop-out affected 
the memorization rate of each participant by a similar 
proportion. This implies that the individual differences 
in the speed of memory formation are independent of the 
perceptual conditions.

Relation to WM capacity. The changes in memoriza-
tion speed associated with the pop-out and non-pop-out 
condition closely matched the corresponding changes in 
the capacity of WM that were found in Experiment 1. The 
2.8-fold increase in the memorization speed that occurred 
with pop-out in Experiment 2 matched closely the 2.9-
fold increase in the WM capacity that occurred with pop-
out in Experiment 1 (4.1 vs. 1.4 elements). This suggests 
that the rate-limiting factor for formation of memories is 
the amount of information that can be kept simultaneously 
in WM, whereas the time needed to form these memories 
is constant and independent of the size of the WM content. 
Thus, if the speed of memorization is normalized against 
the number of target locations that can be stored in WM, 
the time needed to memorize the respective content of WM 
is practically identical for the two perceptual conditions; 
with pop-out, 5,293 msec (3,781 msec/element  1.4 el-
ements), and without pop-out, 5,514 msec (1,345 msec/ 
element  4.1 elements), which amounts to a difference 
of less than 5% (see Appendix C for more detailed quan-
titative analysis of encoding times). This suggests that 
there is a close relation between the amount of informa-
tion available to WM and the time needed to memorize an 
array whose size exceeds the capacity of WM.

One interesting interpretation of these results is that all 
of the contents that are simultaneously available in WM 

can be memorized in a single step (i.e., in parallel) and 
that serial repetition of such steps is required if the number 
of elements to be encoded exceeds the capacity of WM. 
For example, for 12 elements, about 3 memorization steps 
would be required if 4 locations can be stored in WM, 
whereas 8 transfer steps would be required if only about 
1.5 locations can be stored in WM.

Semantic strategies and depth of processing. For-
mation of LTM can be facilitated remarkably by the ex-
traction of semantic relations at deeper levels of process-
ing, in which case participants form novel chunks in LTM 
by relying on expert knowledge and on skills that develop 
with extensive practice (Chase & Ericsson, 1981; Chase 
& Simon, 1973; Craik & Lockhart, 1972; Gobet & Simon, 
1998). Such quick chunking did not take place in the pres-
ent experiment, because our participants formed memo-
ries slowly, were able to form such memories already at 
the very beginning of the experiment (i.e., after only a few 
test trials), and did not report using any semantic strate-
gies. In addition, practice had no effect on the ability of 
our participants to create memories, as indicated by a non-
significant difference in the encoding times between the 
first and the second sessions of the experiment [one-way 
ANOVA; pop-out, F(1,10) 5 0.30, p 5 .60; no pop-out, 
F(1,10) 5 0.20, p 5 .67]. Therefore, the memorization 
strategy used in the present task is likely to be based ex-
clusively on visual resources.

Individual differences in integration speed. The 
interindividual differences in the speed with which par-
ticipants memorized the present stimuli could not be 
explained by differences in strategies because the par-
ticipants’ reports obtained during debriefing were very 
similar. In addition, both the slowest and the fastest par-
ticipant in the study agreed that the strategy illustrated in 
Appendix B described well their own experiences. The 
interindividual differences in memorization speed could 
not be explained by a trade-off between the speed and the 
accuracy either, because the participants who were faster 
in forming memories tended also to be more accurate. The 
only possible predictor for understanding the reason for 
the interindividual differences was participant’s age, be-
cause it correlated negatively (but not significantly) with 
the integration speed (r 5 2.6, N 5 6).

EXPERIMENT 3

Method
Participants and Apparatus. In this experiment, we investigated 

whether the memories for visual stimuli, created in Experiment 2, 
involved LTM. Five female and 3 male volunteers performed 10 trials 
identical to those in Experiment 2 with pop-out by color and shape 
(green ∨ and red ), followed by 10 trials of an unexpected recogni-
tion test probing LTM. This test included five old and five new arrays, 
and participants needed to indicate those that had been studied previ-
ously. Arrays had either 25 elements (on average 12.5 elements to be 
remembered) or 8 or 9 elements (4 or 4.5 elements to be remembered; 
4 participants in each condition) (Figure 4A). The arrays were always 
created randomly, and each location had the same probability (50%) 
of being occupied by one of the elements. This made the sequentially 
presented arrays mutually independent. The generated set of small 
arrays needed to be prescanned for exact replicas, which sometimes 
occurred due to the relatively small total number of combinations.
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Procedure. Each subject was presented with the same set of ar-
rays, which were presented in a pseudorandom sequence such that 
at least 6 and on average 9.4 other arrays were shown between pre-
sentation of the study and the test array, producing considerable pro- 
and retroactive interference between the memories of the shapes. 
The average delay between stimulus presentation and recognition 
test was about 10 min.

Results and Discussion
The memory performance at the immediate test  

(1-sec delay) was 90% correct or higher in both condi-
tions. Seven participants reported memorizing large ar-
rays sequentially, and 1 reported memorizing those ar-
rays in parallel. In the later LTM test, all participants who 
memorized large arrays performed well above chance (bi-
nomial probabilities: all ps , .05; N 5 10) and average 
performance was 83% correct. However, in the LTM tests 
for the smaller arrays that did not exceed the capacity of 
WM, participants performed at chance in the later mem-
ory test (all ps . .05, N 5 10) with average performance 
of 53% correct (Figure 4B).

The similarity between the spatial configurations was 
necessarily much higher in the condition with small rather 
than large arrays. Thus, the poor recognition of small arrays 
does not necessarily indicate lack of LTM but could instead 
reflect the high degree of interference between memories 
(Murnane & Shiffrin, 1991). Nevertheless, the results in-
dicate that large arrays are stored in LTM. Hence, these 
results suggest that in Experiment 2 participants needed to 
rely on LTM in order to achieve memory performance that 
exceeded the capacity of WM. Thus, the time required for 
a memorization step can be interpreted as the time required 
to transfer to LTM the contents kept in WM.

GENERAL DISCUSSION

In the present study, we showed first that with the pres-
ence of distractors, the number of items that can be ac-
cessed simultaneously and stored in parallel in visual WM 
is highly limited and, consistent with previous reports (Al-

varez & Cavanagh, 2004; Olsson & Poom, 2005), stimulus 
dependent. Maximum capacity of about 4 target locations 
was achieved in the pop-out condition, but it dropped to 
about 1.4 locations when participants had to engage in se-
rial search for the identification of the target elements. In 
further experiments, we showed that the capacity of vi-
sual WM is a good predictor of how fast the same type of 
information will be stored into visual LTM. The results 
indicated that the rate limiting factor for the formation of 
chunks in LTM is not the transfer time from WM to LTM 
but the capacity of WM. The information seemed to be 
transferred from WM to LTM with constant speed, which 
is participant specific and which, in our setting, required 
on average about 5 sec per one full load of WM. Therefore, 
the present results indicate that visual WM plays an impor-
tant role for the formation of visual LTM, a conclusion that 
is consistent with the reports on the relation between WM 
and LTM for verbal materials (Greene, 1987; Kane et al., 
2005). Our results also suggest the possibility that, when 
visual LTM needs to be formed and the size of the stimu-
lus exceeds WM capacity, transfer of information from 
WM to LTM occurs iteratively. Thus, the overall storage 
time might depend on the number of iterations—that is, 
the number of items to be stored divided by the number of 
items that can be kept simultaneously in WM.

The present results are in agreement with the previous 
findings that the capacity of WM can be expanded by chunk-
ing the stimuli on the basis of information stored in LTM 
(Chase & Ericsson, 1981; Chase & Simon, 1973; Craik 
& Lockhart, 1972; Gobet & Simon, 1998; Kemps, 2001; 
Miller, 1956). However, we have no direct evidence that 
chunking-based integration occurred in the present study. 
Although participants’ subjective reports were consistent 
with the chunking hypothesis, additional experiments 
would be needed to prove this claim and to exclude the pos-
sibility that the target locations are stored independently.

The long time that our participants needed to form LTM 
should be expected, because fast encoding that occurs 
with natural stimuli (Hollingworth, 2004) relies on exper-

Figure 4. Stimuli and results from Experiment 3, in which we investigated whether the stimuli were stored in 
long-term memory (LTM). (A) Participants memorized either a small array in which the number of elements 
did not exceed the capacity of visual working memory (WM) or a large array that exceeded the capacity of WM. 
(B) Proportion of correct responses for recall of the missing element with 1,000-msec interval between study and 
test phase (WM) and for recognition of old arrays among new ones with a longer delay that included interference 
from processing other stimuli (LTM) (chance level: .5). Vertical bars: Standard errors of measurement.
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tise (Ericsson & Kintsch, 1995), extraction of semantic 
information, and deeper levels of processing (Chase & 
Ericsson, 1981; Chase & Simon, 1973; Craik & Lockhart, 
1972; Gobet & Simon, 1998). Although naive participants 
are usually experts for natural images, they could not be 
experts for the stimuli used in this study. For that reason, 
the task forced our participants to rely exclusively on low-
level visual processing, which is apparently slow in creat-
ing novel LTMs.

The long period of about 5 sec, which is needed to 
transfer information from visual WM to visual LTM, sug-
gests that the “working” component of WM also played an 
important role in the present task. It would be interesting 
to know what other mechanisms are engaged during the 
formation of visual LTM. Substantial evidence suggests 
close interaction between visual WM and selective visual 
attention (Alvarez & Cavanagh, 2004; Awh & Jonides, 
2001; Luck & Vogel, 1997; Oh & Kim, 2004; Wheeler & 
Treisman, 2002; Woodman & Luck, 2004). Since selec-
tive visual attention plays an important perceptual func-
tion for binding elementary visual features (Treisman, 
1982; Treisman & Gelade, 1980), one interesting question 
is whether this function also plays a role in integrating 
visual information in LTM.
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APPENDIX A 
The Model for Estimation of WM Capacity

For the modeling of performance functions, we assumed that the probability to give a correct response, Pc, 
depends on the number of correctly stored elements, N, relative to the total number of elements, S (e.g., S 5 7 
at the beginning of Experiment 1), and on the probability of giving the correct response by guessing, Pg. This 
results in the following equation for the probability of giving the correct response, Pc 5 N/S 1 Pg (1 2 N/S). 
Since there were only two classes of elements, the probability of giving a correct response by guessing was 
Pg 5 .5. S is half the array size, because participants needed to memorize only half of the elements for correct 
performance. This model is related to that of Pashler (1988) but assumes that participants use a guessing strategy 
that is optimal for the present task; that is, if the missing element is not part of the memorized figure, they are 
not guessing on the basis of the whole array but choose the element of the nonmemorized class. The expected 
change in array size in a single trial E{S} could be expressed by E{Increase} 1 E{Decrease}, which leads to 
E{S} 5 2Pc 2 1. It could be shown that with Pg 5 .5 the expected change in array size E{S} 5 N/S. If N is 
a constant—that is, the same number of elements is remembered regardless of the size of the array—the larger 
the array in Experiment 1, the smaller E{S} (see the resulting curves in Figure 2B). This model has one free 
parameter, N, and the value of this parameter that fits the data best can be used to estimate the number of ele-
ments stored in WM. Note that if participants are simply guessing (without having any memory), the array size 
will, in expectation, stay constant.

 
 

APPENDIX B 
Illustration of the Participants’ Chunking Strategy

The following text illustrates the participants’ strategies for memorizing larger arrays in Experiments 2 and 3. 
The text was prepared by 1 participant whose results are not reported (author D.N.) and who made a recollection 
of his experiences after the completion of the experiment. Thus, the text is an illustration of the experiences 
rather than an accurate excerpt from an ongoing experimental protocol. In reality, the process is much faster 
than suggested by these descriptions. Nevertheless, the present text was approved independently by 2 other 
participants as representing accurately their own experiences. These 2 participants were naive in respect to the 
hypotheses investigated and the interpretations made in the present study.

There are so many elements! I could choose to remember the red ones because they somehow seem to 
make a nicer form. Wait a moment, when I pay attention to the green ones they also seem to make a nice 
form. Well, I’ll take the red elements this time. Ok, let’s see. This part here somehow attracted my attention 
because it seems to be a nice round shape so I could start from here. Now I am looking at it, perceiving 
clearly the individual elements together with the shape that the elements form and I feel confident that I 
would remember the position of each of them. But there are a few additional red elements down there that 
I clearly would not remember because although I see them I do not clearly perceive the shape. Let me pay 
more attention to them. Now I see clearly the nice “Y” shape. I would remember this, but now I lost hold of 
my round shape. Let me get back to the round shape. Ok, there it is. I got hold of it quicker this time. Now, 
how do I get these two parts into one big figure? As I try to switch attention towards the “Y” shape I lose 
hold of the round shape. But I feel I will get it if I try harder. Let me try again. Hey, now, it is not as bad as 
the first time. Now, I can partially cover the “Y” shape and still keep the round shape. Let me do this once 
again. Get the round shape, . . . ok, . . . now slowly widen the attention, . . . yes, that’s it, I’m not losing the 
round shape, . . . now move some more, . . . I feel the big shape is coming, . . . yes, that’s it, I got it! I see 
clearly the entire shape with all details and I feel confident that I’ll remember the position of every single 
red element. I press the button. Wait for one second. . . . Now it is very easy to give the correct response.

 
 
 
 
 
 
 
 

(Continued on next page)
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APPENDIX C 
Quantification of the Encoding Time

The present findings suggest that the total time needed for creation of a chunk, T, can be expressed quite accu-
rately by a simple equation (1): T 5 ct 1 t(n/w), where n is the number of elements in a chunk, t is the individual 
or population time needed to complete one chunking step, w is the number of elements simultaneously available 
in WM, and ct is the offset in time consisting of two components: the time needed to start the chunking process, 
and the time needed for generating the response once the chunking process is completed. If we assume that ct 
varies among participants to a much lesser degree than t, it is possible to estimate the value of ct. This offset can 
be estimated from individual linear functions relating encoding time and array size by computing their intersec-
tion point. The average values of ct that we obtained were 1,314 msec for lack of pop-out and 1,313 msec for 
pop-out conditions, indicating that participants needed a constant amount of time of about 1 sec for processes that 
were unrelated to stimulus size. The same intersection points also provide an estimate of the array size at which 
participants begin to create chunks, cw. The values for cw that we obtained were 4.52 and 4.02 elements for the 
pop-out and non-pop-out conditions, respectively. This suggests that the time needed for creation of LTM begins 
to increase linearly with the array size only if more than 4 locations need to be remembered. Surprisingly, cw does 
not correspond to the number of elements that can be directly encoded into WM under the respective perceptual 
condition. Thus, at the beginning of the chunking process WM might be operating at its full capacity (~4 loca-
tions) even if there is no pop-out. This suggests that the perceptual limitations for encoding into visual WM do not 
apply to small stimuli with only a few distractor elements. The implications of this finding exceed the scope of the 
present study, but it is notable that the present relationships might be expressed more precisely by reformulating 
Equation 1 so that it takes into account different starting sizes of chunks: T 5 ct 1 t[1 1 (n 2 cw)/w].

(Manuscript received January 10, 2006; 
revision accepted for publication December 21, 2006.)


